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Abstract
Virtual and Augmented Reality has experienced a steady growth in medicine in recent years. At the same time, the
radiological images play a central role in the diagnosis and planification of surgical approaches. The aim of this study
is to present the first attempt to enhanced radiological image visualization using virtual and augmented reality for better
planification and monitorization of surgeries. This application allows to move beyond traditional two-dimensional images
towards three-dimensional models that can be visualized and manipulated with both Augmented Reality and Virtual
Reality. We propose possible approaches to automate the segmentation of radiological images, using computer vision
techniques and Artificial Intelligence.
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Introduction

On the one side, Computarized Tomopgraphies (CT) and
Magnetic Resonance (RM) have been extensively used as a
non-invasive tool for the visualization of complex and inac-
cessible brain structures in vivo [1–3]. However, they involve
inter-slice distance, defined as the couch increment minus
nominal slice thickness. The collimation is a very important
physical part of CT scanners, and affects the total scan time,

contrast resolution and thinnest available image [4]. In 2010,
scientists from the University of California Davis Medical
Center conducted a study to explore how the thickness of each
slice affects when it comes to achieving a more precise vol-
ume. They determined that thickness effectively affects posi-
tively when obtaining more precise volumes [5].

Current workstations allow importing classical radiological
images in different formats beyond the standard DICOM,
merge them and build a three-dimensional reconstruction to
facilitate the interpretation of the images. This 3D visualiza-
tion is carried out in the workstation itself. Interestingly, the
generation of 3D relies on a correct process of segmentation of
specific region of interest. Currently available segmentation
techniques can be divided into two main groups: region based
segmentation techniques such as clustering, split and merge,
normalized cuts, region growing and threshold; and edge or
boundary based segmentation techniques such as Roberts,
Prewitt, and Sobel’s methods or soft computer approaches
(fuzzy logic based, genetic algorithm and neural network)
[6]. Among all of them, the thresholding technique is the
simplest one and consists on separating the pixels or voxels
into groups based on their level of gray. It is therefore of great
importance to improve the accuracy of the segmentation that
the level of gray obtained in each pixel of each image be as
accurate as possible. One of the current challenges to improve
radiological images is to develop algorithms capable of auto-
matically perform the segmentation process accurately, and
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generating a mesh of 3D models susceptible to be imported
into Augmented Reality and Virtual Reality (VR) systems for
viewing and manipulation in the biomedical field [7, 8].
Another challenge is to reduce the number of polygons in-
volved in the meshes without compromising quality, since
Augmented Reality and Virtual Reality devices usually fail
to work with meshes containing very high polygon loads.

On the other side, Augmented and Virtual Reality have
received increasing attention in the last three decades. They
offer different experiences that are very useful for medical
training for example [9, 10]. Augmented Reality (AR) over-
lays virtual objects on the real-world environment, while
Virtual Reality (VR) immerses users in a fully artificial digital
environment. They offer a great promise and are expected to
become mainstream within five years, although their applica-
tion has been refrained due to their high development costs.
However the development cost is decreasing and Return Of
Investment is now attractive for the market, what is causing
the use of these technologies to be spreading rapidly.

The goal of this study is to integrate the advances in radio-
logical image processing and 3D rendering, and Augmented
and Virtual Reality in order to enhance the former with poten-
tial for improve the planification and monitorization of differ-
ent surgeries.

Material and method

Hardware

The following hardware was used: Samsung Gear VR
Glasses, with sensors to recognize user movement when ro-
tating in the three axes; Samsung Galaxy S6, S7, Galaxy Tab
S2, and Nexus; and Leap Motion to process spatial informa-
tion in three dimensions and detect and understand hand
movement and distance variation. Two device cameras pro-
vide two images with a small disparity. Having the coordi-
nates displayed in space for every matrix dot, each dot in the
matrix represents something detected as an intensity value
[11–13].

Radiological images acquisition, segmentation
of regions of interest, and 3D model’s generation

OsiriX, 3D Slicer, Amira or MRIcron were used to segment
regions of interest from the original sets of radiological images
and generate a polygon 3Dmesh of the region of interest [14].
We have generated from DICOM images cranium volumes,
brain tracts and many others using these programs. Then, as
the 3D mesh created was too heavy, we used Marching Cubes
algorithm to create a simpler mesh with a smaller number of
polygons, lighter and easier to render. Finally, the file was
exported into FBX, 3DS or OBJ format [15].

Automated segmentation is one of the key steps involved in
the 3D visualization of models from radiological images, as
doing it manually takes time and makes it impossible in most
cases. In order to solve this, our system includes the imple-
mentation of an advanced algorithm capable of automatically
segmenting radiological images keeping accuracy (no fully
implemented yet).

A first layer applies artificial vision to DICOM images in
order to detect areas of interest based on the Threshold meth-
od. This is the most extended technique for segmentation, but
there are many other techniques that can be applied.

A second layer applies a computing paradigm named cel-
lular neural network, similar to neural networks, with the dif-
ference that communication is allowed between neighbouring
units only. The output will indicate that in the image we have
what we are looking for or not, however we do not know yet
where that element is inside this image.

The third layer is connected to the last fully connected layer
of the previous cellular neural network and gets the location of
those pixels that are labeled as the element we are trying of
segment from the input image.

Now we have, for each DICOM image, the pixels that
make up the element we want to segment, however a 3D
model is not composed of pixels, but by voxels, the minimum
unit of information in a volume. In order to convert into a
mesh that composes our final output, the 3D model of the
segmented zone, we convert each pixel (x,y) of DICOM im-
ages, is converted into voxels by addition the dimension depth
(z’) is added to each pixel. Depth (z´) result from the formula
z’ = i*d, where d is the inter slice distance and i is the number
of the pixel image in the DICOM sequence.

3D visualization tools

Finally, three different software applications were designed
using multiplatform Unity3D graphics engine, compatible
with many SDKs (Software Development Kits). These three
applications are named AR VIEWER (Augmented Reality
Viewer), VR Viewer (Virtual Reality Viewer) and PC
Viewer (Personal Computer Viewer). Different scripts were
implemented for improving interaction and visualization;
Vuforia was used as the SDK for Augmented Reality,
Oculus SDK for Virtual Reality and Leap Motion [11–13] as
SDK for the PC version. This last SDKwas used only for user
interaction with hands recognition, and 3D visualization mod-
ule for PC was implemented using Unity3D (no SDK as
Vuforia or Oculus is required).

We have implemented Web Services for the cloud platform
using Java language on a Microsoft Azure server we have
configured for this project, using Apache Tomcat as the servlet
container and MySQL for the database implementation, inte-
grating database interaction with the Web Services using
JDBC plugin.
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Results

This study integrate Virtual and Augmented Reality with both
computerized and magnetic resonance imaging to provide a
more realistic and comprehensive display of anatomical struc-
tures. It includes 3 main features: 1) Augmented Reality sys-
tem developed for Android and iOS devices; 2) Virtual
Reality for Oculus and Gear VR devices and 3) a Desktop
system forWindows, Linux andMacOSX operating systems.

This new system was developed to integrate a) Augmented
Reality to visualize and manipulate 3D models of anatomical
structures on a real scale as if it had been printed in 3D, b)

Virtual Reality to provide a complete immersion to study the
3D model with or without glasses, allowing even diving into
the structure with hand movement recognition software, and
c) desktop version to allow system utilization without mobile
devices, manipulating the 3d models with hands detection
using Leap Motion device. In sum, it offers a fast and efficient
interaction including rotate, scale or cut the 3D models of
complex internal structures (Figs. 2, 3 and 4). In addition, this
system can be used by clinicians to store and explore clinical
neuroimages from different locations using Augmented or
Virtual Reality. Since all the data is stored in a cloud platform
implemented on a Microsoft Azure server.

Fig. 1 General architecture of the designed system

Fig. 2 Augmented reality cranium visualization after cutting it off
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In Fig. 2 user is visualizing with Augmented Reality a crani-
um that has previously being cut in order to study its interior. It
has also been painted, what allows to better recognize the mor-
phology of the bones. In one of the images we can also see a
screenshot that has been taken with some annotations, what can
be very helpful in order to review these notes during the surgery.

In Fig. 3 the user is interacting with the Virtual Reality
system. Interaction modules are very different from one appli-
cation to another, as we can check in the next figure (Fig. 4),
where Leap Motion device is being used to manipulate a 3D
representation of the brain tracts of a patient. Both, the crani-
um and the brain tracts, are 3D models generated from
DICOM images following the process described in Fig. 1 with
manual segmentation.

Discussion

The vertiginous development of technology over the last de-
cade, that we will undoubtedly continue to see in the coming

ones, has allowed us to count on 3D models that accurately
reproduce the human body of a patient. as well as having the
devices and computer systems with which we can not only
visualize these models, but also interact with them in a
completely different way from the one so far. The improvement
of graphic processing and rendering capabilities allow us to
visualize complex 3D models, with meshes composed of mil-
lions of polygons, which was impossible until very recently. In
addition, the miniaturization of electronic components allow to
transfer all this graphic power to mobile devices and even
glasses, and that is the reason of why Augmented Reality and
Virtual Reality can be now implemented in medical processes
without interfering in the work of professionals. In this article
we have presented a new system that may become a window
into the future, in which 3D models will be very present in our
everyday lives, including of course medical field.

Most tools currently available in radiological imaging are
focused on the 2D images. This system offers an alternative to
complete segmentation and visualize the results with a real
three dimensions view.

Fig. 3 Selecting different options
for 3D model manipulation with
virtual reality platform

Fig. 4 Manipulating 3D model of brain tracts using hands detection with leap motion
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Although there are programs able to generate 3D models
from DICOM, as far as we know this is the first tool that fully
integrates Augmented and Virtual Reality technology with
radiological imaging and is specifically designed to study ra-
diological results and even plan surgeries. These technologies
allow to study the 3D models from all the different perspec-
tives and with depth recognition, what is impossible when you
are visualizing 3D models in a 2D screen. Also, AR and VR
allow to interact with the volume in a realistic way without
having to print it, saving time andmoney, and being able to cut
the model to study internal anatomical structures (impossible
when you have printed it).

Future research in biomedicine should benefit further from
cloud platforms, Artificial Intelligence and machine learning de-
velopments and algorithms: IBM Watson, Azure and Microsoft
AI Platform, AWS (Amazon Web Services). In the next years
many artificial intelligence algorithms will be implemented in
order to make automatic segmentations of different anatomical
structures, and even to automatically detect deformities, cancer
and many diseases, helping doctors with the diagnosis [16].

Conclusions

The main result of this study is the development of an original
system for efficiently combine Virtual and Augmented Reality
with Computerized Tomography and Magnetic Resonance
images. It provides a powerful new tool for visually assessing
and manipulating anatomical structures of real patients in 3D,
enhancing the classical approach based on 2D images.

As different surgeons conclude after using our system, the
visualization of radiological images using Augmented and
Virtual Reality provide a better interpretation of the radiological
results and can be a breakthrough for surgical planning. In the
next decade, all medical professionals from developed coun-
tries will visualize the radiological results with these technolo-
gies, thanks to the price’s drop in Augmented Reality glasses
and other related devices and their widespread use in society.
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